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We report on how the relaxation of patterns prepared on a thin film can be controlled by

manipulating the symmetry of the initial shape. The validity of a lubrication theory for the

capillary-driven relaxation of surface profiles is verified by atomic force microscopy measure-

ments, performed on films that were patterned using focused laser spike annealing. In particular,

we observe that the shape of the surface profile at late times is entirely determined by the initial

symmetry of the perturbation, in agreement with the theory. The results have relevance in the dy-

namical control of topographic perturbations for nanolithography and high density memory storage.
VC 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4927599]

Thin polymer films are of general interest, being both

industrially relevant and readily amenable to experiment.1

Used in diverse applications such as data storage, lubricant

coatings, electronic devices, and wire arrays, polymer films

can be easily tuned in both their wetting properties as well

as their dynamics. An area of especially active research

involves the use of thin polymer films for nanoscale pattern

templating. Block copolymer lithography,2–6 for instance,

has been used to shape samples on sub-10 nm length-

scales7–9 by taking advantage of the self-assembly of

amphiphilic polymer molecules. This self assembly can

be further controlled by topographic perturbations, for

example, those created using graphoepitaxy, grayscale li-

thography, or 3D printing, on larger mesoscopic length-

scales.10–14 Topographic perturbations can also be used to

directly pattern homogeneous thin films, as is the case in

nanoimprint lithography,15–19 and is applicable as a data

storage technique with dense memory capabilities,20,21 in

self-cleaning surfaces,22 and organic optoelectronics.23,24

The relaxation of thin film perturbations has been used to

study glassy polymer dynamics,25–27 film viscosity,28–31

and viscoelastic properties.32–34 Topographic perturbations

can be used not only in patterning films for applied technol-

ogies but also as a way to study material properties on small

length-scales.

Perturbations can be created atop a polymer film on a

mesoscopic length-scale in a variety of ways. Unfavourable

wetting properties,35–39 electro-hydrodynamic instability,40–42

Marangoni flow,43–46 and thermocapillary forces47–51 can all

drive a flat film away from a uniform film thickness. The film

viscosity g, surface tension c, and unperturbed film thickness

h0 are three parameters that influence the effective mobility

of a film, which affects the relaxation of an applied surface

perturbation. A dimensionless time-scale t0 ¼ 3gh0=c can be

used to characterize the relaxation of a viscous film.52 By

increasing the temperature or placing the film in solvent

vapour, the effective mobility of the film can be increased,

causing a faster relaxation of topographic perturbations.

Finally, geometry appears to play a key role as well, since a

long and straight trench53 relaxes with a different power-law

in time than a cylindrical mound.54

In this article, we rationalize a method to control the sur-

face relaxation rate of a thin film, based on the geometrical

properties of its initial pattern. First, we present a linear

theory of the capillary relaxation of surface profiles. Then,

the validity of the asymptotic series expansion of the general

solution is experimentally tested using focused laser spike

annealing and atomic force microscopy. In agreement with

theory, we find that the shape and relaxation rate of surface

feature to strongly depend on their initial symmetry. More

specifically, within the configurations studied here, we

observe that quickly erasable features can be created by pat-

terning an initial perturbation with a high degree of spatial

symmetry.

For an annealed film with a vertical thickness profile

described by hðr; tÞ ¼ h0 þ dðr; tÞ, the surface displacement

dðr; tÞ at a given horizontal position r decays in time t due to

capillary forces, and the final equilibrium state is a flat film

with uniform thickness h0.

When the system is bidimensional, namely, invariant

along one spatial direction, the perturbation is a function of

one spatial direction x only, and r is replaced by x. In such a

case, one can show within a lubrication model (see supple-

mentary material55) that the perturbation is given by the as-

ymptotic series expansion

d x; tð Þ
h0

¼ M0F0 uð Þ
t=t0ð Þ1=4

|fflfflfflfflfflffl{zfflfflfflfflfflffl}
non-zero volume

�M1F1 uð Þ
t=t0ð Þ1=2

|fflfflfflfflfflffl{zfflfflfflfflfflffl}
zero-volume

asymmetric

þ 1

2

M2F2 uð Þ
t=t0ð Þ3=4

|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
zero-volume

symmetric

� � ��;
(1)

where u ¼ ðx=h0Þ=ðt=t0Þ1=4
is a dimensionless variable. Each

term in Eq. (1) has a dimensionless attractor function FiðuÞ,
and two prefactors: the moment Mi=ði!Þ and the temporal

dependence ðt0=tÞðiþ1Þ=4
. The prefactors are functions of the

initial state of the perturbation and the characteristic time-

scale t0. In the first term, M0 is proportional to the amount
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of excess volume the perturbation adds, or equivalently the

0th moment of the initial profile (M0 /
Ð

dx dðx; 0Þ). For

that reason, this term is labelled as “non-zero volume.” In

the second term, M1 is non-zero when the profile is asym-

metric, and it is proportional to the 1st moment of the initial

profile (M1 /
Ð

dx x dðx; 0Þ). Because, at long times, this

term becomes the leading order term when M0 ¼ 0 and

M1 6¼ 0, it is termed “zero-volume asymmetric.” Similarly,

the third term is proportional to the 2nd moment of the initial

distribution (M2 /
Ð

dx x2 dðx; 0Þ). This term becomes

dominant when the initial distribution has no excess volume

and is perfectly symmetric, namely, M0 ¼M1 ¼ 0 and

M2 6¼ 0 and is thus labelled “zero-volume symmetric.” The

attractor functions FiðuÞ ¼ F
ðiÞ
0 ðuÞ are the i-th derivatives of

F0ðuÞ and encode the rescaled shape of the spatial profile of

the perturbation. Examples of attractor functions are shown

in Figures 1(b) and 1(d). Because of the different power-

laws in time for each term, after an initial transient regime,

the overall relaxation is dominated by the first term with a

non-zero prefactor in Eq. (1), regardless of the exact shape

of the initial surface feature. In that sense, the attractor func-

tions are referred to as universal attractors. If volume is

added to the reference flat film by the initial perturbation,

M0 6¼ 0, the profile d(x, t) will converge to the function

F0ðuÞ in finite time.33 If no volume is added by the initial

perturbation, then the profile will converge to the first term

with a non-zero prefactor in Eq. (1).

In the case where the surface displacement is a function

of two spatial dimensions in the plane, r ¼ ðx; yÞ ¼ ðr;wÞ,
an angular average on w around the center56 of the perturba-

tion can be taken and the averaged profile, hdðr;w; tÞiw, can

be written as the following asymptotic series expansion:55

hd r;w; tð Þiw
h0

¼ N 0G0 vð Þ
t=t0ð Þ1=2

|fflfflfflfflffl{zfflfflfflfflffl}
non-zero volume

þ 1

2

N 2G2 vð Þ
t=t0|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}

zero-volume

þ � � � : (2)

Here, v ¼ ðr=h0Þ=ðt=t0Þ1=4
, where r is the radial distance

from the center. Each term in the series has a similar struc-

ture to that of the 2D case. There are moments N i that

depend on the symmetry of the initial perturbation, attractor

functions GiðuÞ that encode the rescaled shape of the spatial

profile, and power-laws in time which have larger respective

exponents than the 2D case. Higher order terms in the series

are zero-volume terms that depend on higher order moments

of the initial perturbation.

Previous studies have focused on non-zero volume per-

turbations and the convergence to 0th order terms in the

2D33,53,57 and 3D cases.54 In particular, special attention was

dedicated to the convergence time,33 a first crucial quantity

for practical purposes as it is the time-scale after which a sur-

face feature has undergone significant relaxation. Here, we

study zero-volume perturbations which are of technological

significance, since patterns designed by inducing flow in the

material show no volume change from the initially flat film

(e.g., through wetting properties, electro-hydrodynamic

instabilities, or thermocapillary forces). In that case, the first

terms in Eqs. (1) and (2) vanish—M0 ¼ 0 in the 2D case,

and N 0 ¼ 0 in the 3D case—and the relaxation at late times

is therefore dominated by the next, lowest, non-zero

moment. In contrast with previous investigations on the con-

vergence time,33 we here focus on the second crucial quan-

tity for practical purposes: the temporal exponent of the

relaxation. For zero-volume perturbations with similar con-

vergence times, we show that the higher the symmetry, the

larger the exponent, i.e., the faster the erasing.

In order to test the role symmetry plays in surface relax-

ation, three types of zero-volume perturbations were made

(see Figure 1) using focused laser spike annealing51,58,59 on

thin polystyrene films (see supplementary material for fur-

ther information55): (i) a 2D asymmetric feature which maxi-

mizes the second term in Eq. (1), as shown in Figures 1(a)

and 1(b); (ii) a 2D symmetric feature dominated by the third

term in Eq. (1), as shown in Figures 1(c) and 1(d); and (iii) a

3D feature with no apparent symmetry such that only the first

term in Eq. (2) is zero, as shown in Figures 1(e) and 1(f).

The 2D asymmetric feature was created with large extrema,

with a peak-to-peak height of 114 nm. The 2D symmetric

feature had an initial amplitude of 361 nm. Finally, the 3D

feature was created by making 4 different depressions of

varying depths, resulting in a deepest feature with an ampli-

tude of 188 nm, and with three smaller features nearby.

Each sample was annealed above the glass transition

temperature (Tg � 100 �C) to probe the surface relaxation.

FIG. 1. ((a), (c), and (e)) Experimentally measured AFM profiles of three different zero-volume surface perturbations atop thin polystyrene films, initially and

after annealing. ((b), (d), and (f)) Corresponding attractor functions which appear in Eqs. (1) and (2).
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After a certain annealing time, the sample was quenched to

room temperature, its height profile measured with atomic

force microscopy (AFM), and then it was placed back on the

hot stage in order to repeat the annealing-quenching-measure

sequence. The 2D features were annealed at 140 �C. Because

the 3D dynamics is faster than the 2D case, as stated above,

the 3D feature was annealed at 120 �C to slow down its

relaxation and ensure that the annealing times were much

longer (�1 min) than the time it took to quench the sample

(<10 s). Since the films are rapidly quenched deep into the

glassy state between annealing steps, flow only occurred dur-

ing the time the samples were annealed above Tg.

To explicitly test the convergence of the 2D surface pro-

files to the corresponding attractor functions FiðuÞ, the nor-

malized profiles are plotted in Figure 2 as a function of the

rescaled position u for several times t. Figure 2(a) shows the

normalized relaxation profile of the 2D asymmetric feature

from Figure 1(a), that is, with M0 ¼ 0 and M1 6¼ 0. The

profiles collapse onto the normalized attractor F1=F1max,

which corresponds to the lowest-order non-zero term from

Eq. (1). Similarly, Figure 2(b) shows the normalized relaxa-

tion profile of the 2D symmetric feature from Figure 1(c),

that is, with M0 ¼M1 ¼ 0 and M2 6¼ 0. In this case, the

data collapse to the normalized attractor F2=F2ð0Þ.
For the 3D feature shown in Figure 1(e), that is, with

N 0 ¼ 0, the normalized profiles are shown from above in

Figure 3(a) along with the normalized attractor G2ðvÞ. The

feature starts off with a low degree of symmetry, evolving

towards a roughly axisymmetric depression. The radially

averaged profiles are shown in Figure 3(b), with v¼ 0 taken

to be the deepest point of the surface perturbation. As pre-

dicted by Eq. (2), there is a collapse of the profiles to G2ðvÞ
at late times.

So far, we have shown that depending on the initial sym-

metry of a surface perturbation, Eq. (1) or Eq. (2) describes

well the shape of the relaxing profile. Now, we focus on the

temporal evolution of the amplitude of such perturbations.

We show that the initial symmetry plays a key role in the

relaxation rate. According to Eqs. (1) and (2), the maximum

amplitude dmax ¼ maxðjdjÞ of the perturbation should scale

as a power-law in time t for sufficiently long times. The

power-law exponent should depend on which order/term

controls the relaxation. For example, for the 2D asymmetric

feature, the F1ðuÞ term is dominant which means Eq. (1) pre-

dicts dmax � t�1=2 at late times. Since g and h0 are obvious

factors controlling the dynamics of the film, they have been

scaled out using a normalized time. Here, we use the conver-

gence time tc, which was previously defined33 as the time

when the asymptotic power-law behavior for the amplitude

equals the initial amplitude of the perturbation. Convergence

times can been computed theoretically for the three present

configurations using a similar definition,55 and the experi-

mentally determined convergence times are given in Fig. 4.

The normalized amplitude dmaxðtÞ=dmaxð0Þ is thus plotted

against the normalized time t=tc in Fig. 4. The late-time

relaxation of each of the three data sets agrees well with the

FIG. 2. Normalized profiles of 2D features for both the (a) asymmetric and

(b) symmetric initial perturbations, as a function of the rescaled horizontal

position u ¼ ðx=x0Þ=ðt=t0Þ1=4
, for different times t that the feature was

annealed at 140
�

C. The black dashed lines correspond to the normalized

attractor functions in 2D (see Eq. (1), Figs. 1(b) and 1(d)). The inset shows

that the oscillations on the right hand side have a finite spatial extent.

FIG. 3. (a) AFM images showing the temporal evolution of the 3D perturba-

tion viewed from above (see Figure 1(e)), shown in normalized horizontal

units, ðx=h0Þ=ðt=t0Þ1=4
and ðy=h0Þ=ðt=t0Þ1=4

, and color-scaled by the ampli-

tude of the feature: the darker the deeper. The corresponding 3D attractor

(see Eq. (2) and Figure 1(f)) is shown in the last panel. (b) Angularly aver-

aged profiles of the normalized AFM images above plotted as a function of

the rescaled radius v and compared to the attractor.
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theoretical power-law predictions from Eqs. (1) and (2). The

3D feature has the steepest relaxation, followed by the 2D

symmetric feature, and finally the 2D asymmetric feature.

Note that, in the current work, we observe tc=t0 to be smaller

for patterns described by a steeper power-law (Fig. 4,

legend), but, in general, this is not the case for an arbitrary

initial profile shape. There are in fact two independent key

control parameters: the convergence time and the time

exponent.

To sum up, the relaxation of zero-volume perturbations

on a flat thin film agrees well with linear lubrication theory.

Perturbations with lower symmetry and dimensionality were

observed to have the slowest evolution, while perturbations

with higher symmetry and dimensionality relaxed more

quickly. This has clear implications for the use of topo-

graphic perturbations in an applied context. At fixed temper-

ature (or viscosity) and film thickness, if the goal is to create

a liquid perturbation stabilized against flow, one should aim

to have the lowest possible symmetry and dimensionality.

On the other hand, if a quickly erasable perturbation is desir-

able, the use of higher symmetry and higher dimensionality

(3D, rather than 2D feature) would give a faster relaxation.

Reliably creating 3D perturbations with a large fourth-order

moment, but with zero lower-order moments, is technically

challenging but would allow for fast erasing processes. Such

strategies, and properly shaped nanoindentors and masks,

would speed up—and thus improve—nanomechanical mem-

ory storage.20,21

In conclusion, we have used focused laser spike anneal-

ing to create zero-volume surface perturbations in thin poly-

styrene films. The relaxation of the initial profiles was

measured as a function of time, as the film was driven by sur-

face tension towards the equilibrium state of a flat film. The

surface profiles collapse to predicted attractor functions in

both 2D and 3D. The amplitudes of the features follow a

power-law relaxation in time, the exponent of which is deter-

mined by the lowest moment of the initial profile. We have

discovered a strategy for tuning the stability and relaxation

capabilities of patterned features at the nanoscale. The

dimensionality and initial symmetry play a crucial role in the

relaxation time-scale of a thin film perturbation. A stable liq-

uid feature is created by adding—or removing—material on

an initially flat film and by choosing a 2D initial profile

shape with a large convergence time. A quickly erasable fea-

ture needs to be patterned in 3D with a short convergence

time, and a high degree of symmetry.
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